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Abstract—We describe a real-time method for continuously determining the key of live music and detecting chords using a minimum description length (MDL) criterion. MDL is based on the idea that the model that provides the simplest explanation of the data is the “best” model. Pitch detection is performed in the time domain using a bank of gamma-tone filters tuned to the musical range of interest. Outputs across octave are collapsed into a chromagram that is matched against interval and scale models to detect chords and determine musical key. We analyze several Bach inventions, a Beethoven piano sonata, and a portion of a jazz piece.
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I. INTRODUCTION

A number of techniques have been developed for automatically determining musical key from MIDI and audio data [1]. Methods that operate on audio data must first detect musical pitch. Both time- and frequency-domain pitch detection techniques are described in the literature [2].

Recognizing that pitch detection is itself an unsolved problem we have developed a statistical approach to the problem of determining musical key that is somewhat insensitive to pitch detection errors. A real-time algorithm is described that continuously determines musical key, and chords from live audio. A bank of gamma-tone filters detects musical pitch on a continuous basis over a three-octave range (Section II). The filter outputs are collapsed into a 12-element chromagram that is matched against a set of chord models. The best matching chord at each instant of time is determined by picking the chord with the minimum description length (Section III). Our MDL approach is an information-theoretic formulation of the problem of picking the best chord to describe a set of harmonic intervals. A similar approach matches scale models against detected notes over an interval of time to determine the best key (Section IV). Section V presents results for several Bach inventions and a portion of a Beethoven piano sonata. A short section of a jazz piece is analyzed to illustrate the effect of selecting different scale models for key analysis.

II. GAMMA-TONE FILTER BANK

A bank of gamma-tone filters is used for pitch detection. The gamma-tone filter has been proposed as a model of the human auditory system [3]. The impulse response is the product of a gamma distribution and sine wave

\[ g(t) \propto t^{n-1} \exp(-2\pi bt) \cos(2\pi f \omega t + \phi) \quad (1) \]

where \( n \) is the order of the filter. Gamma-tone filters can be implemented as discrete-time recursive filters [4]

\[ w_k[m] = w_{k-1}[m] + \left(1 - e^{-2\pi k_m^m} \right) \left(z_k[m] - w_{k-1}[m] \right) \quad (2) \]

where \( \Delta t \) is the sample interval and \( 4 < f_m / h_m < 8 \). The complex term

\[ z_k[m] = x_k e^{-j2\pi (f_m - 2\pi x_k) \Delta t} \quad (3) \]

is the sampled real-valued input signal \( x_k \) multiplied by in-phase and quadrature filters:

\[ z_k[m] = \begin{cases} x_k \cos(2\pi f_m k \Delta t) \\ x_k \sin(2\pi f_m k \Delta t) \end{cases} \quad (4) \]

where \( f_m \) is the center frequency of the m-th filter.

We use M=37 first-order filters from C3 to C7 operating at a sample rate of 22,050 Hz. Fig. 1 shows the output from the pitch detector. The pitch with the largest magnitude is displayed above the color-coded spectrum. The complex nature of musical instruments (in this example, a pipe organ) causes the partials to rise and fall, often exceeding the magnitude of the fundamental.

Fig. 1 Output from gamma-tone pitch detector in Pitch to Note
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The individual pitch detector outputs are summed over the three octaves to produce a set of accumulated magnitude values (chromagram)

\[ c_i[p] = \sum_{j=0}^{\log_2(512)} |w_i[m]| \]  

(5)

corresponding to the notes (using enharmonic spellings):

\{C, C#, D, Eb, E, F, F#, G, Ab, A, Bb, B\}  

(6)

We use % to denote the modulus operator. These values are stored in an accumulator array that is attached to a “leaky integrator”, which provides short-term averaging of the chromagram

\[ a_i = \beta a_{i-1} + (1-\beta)c_i \]  

(7)

The values are renormalized to sum to one at each iteration. This loop is updated at a slower rate. Using an audio queue length of 256 samples, the \( a_i \) are updated every 256/22050 = 11.6 ms.

III. CHORD DETECTION BY MINIMUM DESCRIPTION LENGTH

Equation (7) is a dynamic estimate of the harmonic content of the audio signal. Let us define a set of chord models:

1. Single note (no chord): \{0\}
2. 5th (no 3rd): \{0,7\}
3. Major: \{0,4,7\}
4. Minor: \{0,3,7\}
5. Diminished: \{0,3,6\}
6. Augmented: \{0,4,8\}
7. Dominant 7th: \{0,4,7,10\}
8. Minor 7th: \{0,3,7,10\}
9. Major 7th: \{0,4,7,11\}
10. Sustained 4th: \{0,5,7\}
11. Diminished 7th: \{0,3,6,9\}
12. Minor 7th with flat 5th: \{0,3,6,10\}
13. Minor with #7th: \{0,3,7,11\}

where the numbers correspond to the semitone indices relative to a root note. If a C major 7th chord is played, under perfect conditions, the chromagram would be:

\{0.25,0,0,0,0.25,0,0,0.25,0,0,0,0.25\}

Simple chord matching adds up the corresponding values from the filter bank. The C major 7th chord model adds values \{0,4,7,11\} to give a score of 1. The score of all other models is less than 1.

But what happens when a C major chord is played? The score of chord models C major, C7, and CM7 are all the same. To determine the best chord we use the principle that the simplest explanation is the best one. Known as “minimum description length” [5] we compute the amount of information needed to represent the chord model plus the information needed to represent the error in using that chord to describe the harmonic content of the music (chromagram). In the above example the error is zero, so what is the simplest explanation? The information needed to represent a chord is proportional to \( \log(N) \), where \( N \) is the number of notes in the chord. So C major is the simplest explanation because it requires only 3 notes, while C7 and CM7 require 4, i.e., \( \log(3) < \log(4) \).

In general scores are not equal to one; e.g., if the chromagram is say

\{0.25,0,0,0.25,0,0,0.1,0.1,0,0.2\}

the score for a CM7 would be reduced to 0.8. The total information is thus proportional to

\[ J = \log(N)+\log(\varepsilon) \]

(8)

where the error \( \varepsilon = 1-0.8 = 0.2 \).

Chord detection compares the time-averaged chromagram to all chords in all keys by matching the corresponding chord models and picking the chord with the minimum description length. Expressing chord models as p-vectors

\[ d_u = d_u[p] \]

(9)

let \( d_{u,q} \) be the elements of the u-th chord model “circularly” shifted q elements to the right; i.e.,

\[ d_{u,q} = d_u[(p+q)\%12] \]

(10)

This is a simple way of expressing any chord in any key; e.g., for a dominant 7th chord in the keys of C and C# we have

\[ d_{1,0} = [1,0,0,0,1,0,0,1,0,0,1,0] \]
\[ d_{1,1} = [0,1,0,0,0,1,0,0,1,0,0,1] \]

The chord detection rule is

\[ \arg\min_{u,q} \{\log N(u) + \log \varepsilon(u,q)\} \]

(11)

where

\[ e(u,q) = 1 - a^T d_{u,q} \]

(12)

is the error in picking the u-th chord in the q-th key. In practice a small number is added to the error in (8) to prevent \( \log(0) \) from occurring. The chord detection display (Fig. 2) shows the detected chord and the corresponding notes in the chromagram. The slider controls the averaging (7). A settings control allows the user to pick chords that are appropriate for the type of music being analyzed, which increases accuracy.
IV. DETERMINING MUSICAL KEY

Musical key is determined using a similar idea. Let us define a set of scale models:

1. Major: \{0,2,4,5,7,9,11\}
2. Melodic minor (ascending): \{0,2,3,5,7,9,11\}
3. Melodic minor (descending): \{0,2,3,5,7,8,10\}
4. Major pentatonic: \{0,2,4,7,9\}
5. Minor pentatonic: \{0,3,4,7,10\}
6. Blues: \{0,3,5,6,8,10\}
7. Bebop dominant: \{0,2,4,5,7,9,10,11\}
8. Bebop major: \{0,2,4,5,7,8,9,11\}
9. Double harmonic: \{0,1,4,5,7,8,11\}
10. Whole tone: \{0,2,4,6,8,10\}
11. Major Locrian: \{0,2,4,5,6,8,10\}
12. Diminished: \{0,2,3,5,6,8,9,11\}

Again the numbers correspond to the semitones relative to a root note; e.g., the notes of a D major pentatonic scale \{D,E,F#,A,B\} are represented as \{2,4,6,9,11\}.

Instead of using the chromagram, we pick the note

\[ p^* = \arg \max \{a[p]\} \]  

with the largest value and write it into a circular buffer, which stores a time history of recent notes (Fig. 3). A histogram of note occurrences \( h \) is recomputed each time the circular buffer is updated and is normalized to sum to one.

The key is determined by comparing the short-term histogram to all scales in all keys by matching the corresponding scale models and picking the scale with the minimum description length. Expressing scale models as p-vectors

\[ s_v = s_v[p] \]  

let \( s_{v,q} \) be the elements of the \( v \)-th scale model “circularly” shifted \( q \) elements to the right; i.e.,

\[ s_{v,q} = s_v[(p+q) \mod 12] \]

As with chords, this is a simple way of expressing any scale in any key. For example, the major pentatonic scale in the keys of C and C# are

\[ s_{v,0} = [1,0,1,0,1,0,1,0,1,0,0,0] \]
\[ s_{v,1} = [0,1,0,1,0,1,0,1,0,1,1,0] \]

The error in using the \( v \)-th scale in the \( q \)-th key to describe the data is

\[ e(v,q) = 1 - h^T d_{v,q} \]

Instead of picking the key and scale at this point, the information is averaged over time and scale,

\[ J(q) = \alpha J_{v,q}(q) + (1-\alpha) \sum_q -\log(1-h^T d_{v,q}) - \log N_v \]

where \( N_v \) is the number of notes in the \( v \)-th scale, and presented to the user in the form of a time-varying bar graph (Fig. 4) that shows the score for each key. The best key is given by

\[ \arg \max_q \{ \log J(q) \} \]

The slider controls the amount of smoothing (17). Low values allow for quick changes in key; high values increase accuracy in transitions from one key to another. Setting controls allow the user to select the scales they wish to use; e.g., major and minor scales for Western classical music, pentatonic scales for rock, etc.
V. PRELIMINARY RESULTS

A. Determination of Musical Key

Several Bach inventions were used to assess the performance of the key determination algorithm. We start with the Invention in D minor (BWV 775). The piece begins in D minor, modulates to F major, then to A, and back to D minor. Fig. 5 plots the detected key versus time where the y-axis values 0, 1, 2, ... correspond to C, C#, D, etc.

Next we analyzed the A minor invention (BWV 784), which is melodically more complex. With the same (default) value for the smoothing parameter (17) used for the D minor Invention, the A minor results are more erratic (dotted line in Fig. 6). Increasing the smoothing factor in (11) reduces the variability (solid line in Fig. 6). This behavior is also evident in the F major invention (BWV 779) plotted in Fig. 7.

Choosing a good value for the smoothing factor is more art than science at this point, requiring knowledge of the tempo, frequency of key changes, and style of the music as we use different scales for matching. In analyzing the Bach inventions only major and minor scales were used. For jazz, scales that contain altered tones (e.g., bebop major and dominant) lead to more accurate results.

Fig. 8 shows key scores vs. time for the first 1:30 of “The Brotherhood of Man” by the Oscar Peterson Trio + One: Clark Terry. The solid line plots scores using bebop major, dominant, and blues scales, which are more appropriate for this piece, particularly during improvisational sections. The dashed line plots scores using major and minor scales. The most significant difference occurs during the piano improvisation starting around 0:40 (second half of plot), which is attributed to the greater frequency of altered tones over that of the initial theme at the beginning.

B. Chord Detection

We conclude with a preliminary chord analysis of Beethoven’s Moonlight Sonata (Opus 27, No. 2). David Bennett Thomas’ harmonic analysis [6] is used as truth. A movie of the continuous output of the chord detector with sound can be found online [7]. A couple of pages of comparison are shown in Fig. 9.

Measures 1-3 show good agreement between detected and assigned chords at selected times. Measures 27-29 are more interesting. Although the algorithm detects many of the correct notes, some of the assigned chords are wrong. In measure 27, beat 3, the correct chord is a D#° (D# F# and A). The detected chord is Eb minor 7th with a flat 5th (Eb Gb A Db), which is the same chord plus a C# bass note from the previous beat.

In general chord detection accuracy varies considerably over the piece, particularly during more rapid passages. This is due in part to short-term averaging of the chromagram where
chords can become “mixed” during transitions. Other errors are caused by suspended notes, weak thirds, which confuses major and minor chords, and strong partials, which confuse the pitch detector. Operating on audio data adds to the difficulty of the problem as chord (and key) detection must also contend with upstream pitch detection errors.

VI. DISCUSSION

We formulate the problem of determining musical key as 1) describing a key in terms of the scales appropriate for a style of music in that key, and 2) picking the scales and thus the key that best match a sequence of notes. Minimum description length is appropriate both in terms of the criterion of picking the simplest explanation, as well as one that degrades gracefully in the presence of noise (i.e., pitch detection errors).

A similar MDL approach is described for chord detection where the “best” chord accounts for the harmonic content (chromagram) of the music using the fewest notes.
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